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ABSTRACT
In the disspative quantum mode of bran memory recording is modeed as coherent

condensation of certain quanta in the brain ground state. The formation of finite Sze correlated
domains alows the organization of stored information into herarchica structures according to
the different life-times of memories and the Sze of the corresponding domains. The openness of
the brain to the externd world (disspation) implies the doubling of the brain system degrees of
freedom. The sysem obtained by doubling, the Double, plays the role of the bath or
environment in which the brain is permanently embedded. It is suggested that conscious as well
as unconscious activity may find its root in the permanent dialogue of the brain with its Double.

1 Information, Function and Structure

In this paper | will summarize the main features of the disspative quantum mode of the brain
and discuss some aspects of the memory recording process which seem to have implicationsin
the study of consciousness. The line of thought is the one which | have presented in my book
"My Double Unvelled” (Vitidlo 2001) and in a series of more technical papers. Some of the
remarks | will make in the following may be of some interest to problems of information
processing and related issues.

The experimenta work by Lashdly in the forties has shown that many functiond activities
of the brain cannot be directly related to specific neurd cells, rather they involve extended



regions of the brain. Pribram's work, confirming and extending Lashely observations, brought
him in the sixties to introduce concepts of Quantum Optics, such as holography, in brain
modding (Pribram 1971; 1991). These results have been subsequently confirmed by many
other observations and it is now well established that neural connectivity, rather than the single
neuron cdl activity, is of primary importance in the brain functiond development (Greenfied
1997a; 1997Dh).

The description of the observed non-locdity of brain functions, especidly of memory
goring and recdling, was the main god of the quantum brain modd proposed in the 1967 by
Ricciardi and Umezawa (Ricciardi and Umezawa 1967; Stuart et a. 1978; 1979). Thismodd is
basaed on the Quantum Feld Theory (QFT) of many body systems and its main ingredient is the
mechanism of spontaneous breakdown of symmetry. In QFT spontaneous breakdown of
symmetry occurs when the dynamica eguations are nvariant under some group, say G, of
continuous transformations, but the minimum energy state (the ground state or vacuum) of the
system is not invariant under the full group G . When this occurs, the vacuum is an ordered date
and masdess particles (the Nambu-Goldstone bosons (NG) aso caled collective modes)
propagating over the whole sysem are dynamically generated and are the carriers of the
ordering information (long range corrdations): order manifests itself as a global,
macroscopic property which is dynamically generated at the microscopic quantum level.
For example, in ferromagnets the magnetic order is a diffused, i.e. macroscopic, feature of the
system. In crystds the aioms are trapped in ther Stes by exchanging phonons, which are NG
quanta etablishing the inter-atomic long range corrdation. Ordering in the crystdline Structure,
in the ferromagnetic one, in the superconductive one and in other ordered systems is thus
achieved by the presence (condensation) of the collective modes in the vacuum Sate.

Since the NG collective mode is a masdess particle, its condensation in the vacuum does
not add energy to it: the sability of the ordering is thus insured. As a further consequence,
infinitly many vacua with different degrees of order may exist, corresponding to different
dengties of the condensate. In the infinite volume limit they are eech other physicaly (unitarily)
inequivalent and thus they represent possible, different physica phases of the system: this
appears as a complex system equipped with marny macroscopic configurations. The actud
phase in which the system gits is selected by some externd agent among the many available
minimum energy steates. In other words, such an agent acts as a trigger of the spontaneous
breakdown of symmetry process with the consequent condensation in the ground state of the
NG modes, and in this way it induces the d/namica process of the ground state ordering.



Different externd inputs or agents may thus lead to different degrees of vacuum ordering,
namdy to different phases of the system. The order parameter is a measure of these different
degrees of ground state ordering. It isalabd specifying the syssem phase.

In summary, the externd agent can be viewed as the source of the information
channeled by the NG modes in the sysem of eementary congtituents (the receiving system).
Different externd inputs may lead to different orderings, or to different degrees of ordering in
the system: the system gets thus ordered under the action of the externd agent. In this sense,
conventiondly | talk of ordering information.

I would like to stress that in Quantum Mechanics (QM) the von Neumann theorem States
that the spaces of the sysem saesare dl unitarily, i.e. physicaly, equivaent. This theorem does
not hold in QFT since there the number of the degrees of freedom is infinite and thus there exist
infinitdly many unitarily inequivdent (i.e, physcdly inequivalent) state spaces. QM is thus not
adequate for the description of the dynamicd generation of ordered dtates for systems with
many different phases. One needs QFT.

In the case of open systems, i.e. systems interacting with the environment and therefore
possibly subjected to externd actions, trandtions among inequivalent vacua may occur (phase
transitions). Disspation, namdy the energetic exchange with the environment, leads thus to a
picture of the sysem "living over many ground dSates’ (continuoudy undergoing phase
trangtions) (Del Giudice et d 1988c). Note that even very weak (dthough above a certain
threshold) perturbations may drive the system through its macrascopic configurations (Celeghini
et d 1990): (random) wesk perturbations thus play an important role in the complex
macrascopic behavior of the system.

The observable quantity specifying the ordered dtate, called order parameter, acts as a
macroscopic variable since the collective modes present a coherent dynamicd behavior. The
order parameter is specific of the kind of symmetry into play. The vaue of the order parameter
is related with the density of condensed NG bosonsin the vacuum and specifies the phase of the
system with relation to the consgdered symmetry. Since physical properties are different for
different phases, the vaue of the order parameter may be considered as a code pecifying the
system state.

All of thisis awdl known story and the conclusion is that stable long range corrdlations
and diffuse, non-loca properties related with a code specifying the system dtate are dynamical
features of quantum origin.



These features suggested to Ricciardi and Umezawa that a QFT mode of the brain based
on the mechanism of spontaneous breskdown of symmetry could be formulated in a such away
to account for the observed diffused character of the brain functions.

| remark that there is an identification in the QFT of ordered sysems among
information, function and structure. Condder, e.g., the crystal. The particlesit is made of are
not only the atoms sitting in their lattice Sites, but dso the phonons. These are redl partidesliving
in the crystal which can be observed for example by the scattering with neutrons. However, if
the crystd is destroyed, e.g. by mdting it a high temperature or by acting with some mechanicd
agent, the phonons are not found among the left out particles (the aoms): the phonons live as
long as the crydd exidts, they are indeed dynamically generated in the process of symmetry
breakdown, as said above. They are the quanta of the long range correlation ordering of the
atoms in the lattice Stes. Thus the system function of being acrysta cannot be separated from
the phonon structure. There is no crysa without phonons, and vice-versa Smilarly, the
phonons are the carriers of the ordering information over the whole syssem. Without phonons
the atoms would not know if and in which lattice Ste to St, they would not be trapped in ther
gtesby exchanging phonons. The information about the crystd lattice is thus intrinsic, not
detachable from the crysta structure, and therefore it cannot be separated, made distinct from
the crystd function. Information, function and dructure are the same thing. And this
identification has adynamical origin.

2 The Early Quantum Model of Brain

In the quantum modd, the brain dementary congtituents are not the neurons and the other
cedls (which cannot be considered as quantum objects), but, in andogy with the QFT approach
to living matter (Dd Giudice et d 1985-1988b), they have been identified (Jbu et d 1994-
1996) with the vibrationa eectric dipole fidd of the water molecules and other biomolecules
present in the brain, and with the NG bosons (caled the dipole wave quanta (dwq)) generated
in the breakdown of the rotational symmetry of the dectrical dipoles.

Memory printing is achieved under the action of externd stimuli producing the breskdown
of the continuous phase symmetry. The quantum mode of the brain thus mports al the
machinery of the spontaneous breskdown of symmetry introduced in the previous Section. The
information storage function is thus represented by the coding of the ground State (the lowest



energy date, or vacuum) through the coherent condensation of dwq collective modes (Stuart et
a. 1978; 1979). The non-locdlity of the memory is therefore derived as a dynamicd feature
rather than as a property of specific neurd circuits, which would be critically damaged by
destructive actions or by single neuron degth or deficiency.

The dability of memory demands that the dwq must be in the lowest energy dtate (the
ground dtate), which aso guarantees that memory is easly created and readily excited in the
recall process. The long range corrdation must dso be quite robust in order to survive againgt
the congtant dtate of eectrochemica excitation of the brain and the continua response to
externd simulation. It is shown (Dd Giudice et d.1988b) that the time scale associated with the
coherent interaction of eectrica dipole fields for water molecules is of the order of 10 to -14
sec, thus much shorter than times associated with short range interactions, and therefore these
effects are wdl protected agang thermd fluctuations. At the same time, the brain
electrochemica activity must be coupled to the dwa. It is indeed the dectrochemicd activity
observed by neurophysiology that provides a first response to externa stimuli. The brain isthen
modeled (Stuart et d. 1978; 1979) as a mixed Sysem involving two separate but interacting
levdls. The memory levd is a quantum dynamica leve, the dectrochemicd activity is a a
classcd levd. It is an open problem to know the specific interactions relating these two levels.
According to some studies (Jbu et d. 1994-1996; Vitidlo 2001), the quantum, long range
dipolar corraion in the water matrix plays a crucid role in the eectrochemicd activity. This
points to the role of the glia cdls in the biochemicd brain activity (often overlooked in favor of
the neurond activity) and may condtitute the link between the two levels. However, much work
dill has to be done in such a direction. For the sake of brevity | will not comment more on this
dtill open crucid question.

The recal process is described as the excitation of dwq modes under externa stimuli of a
nature Smilar to the ones producing the memory printing process. In the words of Ricciardi and
Umezawa, upon excitation of dwq from the ground state to higher energy dates the brain
"conscioudy feds' the pre-existing order (recall). Thisis amilar to scanning acrystad by phonon
excitation in order to read out its specific crydaline structure.

Long term memory is printed in the lowest energy state (the vacuum), which ensuresiits
dability. Short-term memory is indead associated to metastable excited dtates of dwq
condensate (Ricciardi and Umezawa 1967; Sivakami and Srinivasan 1983) and therefore it has
a finite life-time. | will not, at this point, further discuss short-term memory. Let me instead
observe that once some externd input triggers the ground State ordering and memory is



recorded in the ground state, a successive different input, in turn, produces a different ordering
corresponding to the associated different memory recording. Such a successive input thus
overwrites the previoudy recorded memory. Thisis Smilar to successive recording on the same
portion of a magnetic tape: the last recorded voice or sound destroys the previous records. We
have overprinting, or, in different words, we have a problem of memory capacity. We cannot
gore more than one memory at atime. The reason for thisis that that portion of the tape may
only be found in one sngle vacuum at a given time. Vacua labeled by different code numbers
(different values of the order parameter, as explained in the previous Section) are accessible
only through a ®quence of phase trangtions from one to another one of them. Thus in the
Riccardi and Umezawa brain model, where one single code (one sngle memory) is associated
to each vacuum, each recording process destroys the previoudy stored information
(overprinting). under a sequence of externd different inputs the brain sets in a sequence of
different vacua, only the last one surviving. Thisis astrong defect in the moddl.

A solution to such a problem of memory capacity could be found by assuming a huge
number of symmetries for the brain sysem (a huge number of code classes for the brain
Lagrangian) (Stuart, 1978; 1979). In such a case, one could have different classes of inputs
associaed with different symmetries. One could then have different memory recordings
associated with the processes of the breakdown of the different symmetries. However, one ill
would not have solved the overprinting problem for inputs in the same class. In any case, Suart,
Takahashi and Umezawa (Stuart, 1978; 1979) were pointing out that such atheory, with such a
huge, practically infinite, number of symmetries, would be completely out of any computationd
control, and therefore it would be not physically acceptable. The modd would be completely
useless.

However, there is another possibility of solving the overprinting problem without recourse
to the introduction of a huge number of symmetries. In the next Section we will see how
dissipation provides such asolution.

3 The Dissipative Quantum Model of Brain

The memory capacity can be enormoudy enlarged by conddering (Vitidlo 1995) the intrindc
disspative character of the brain dynamics: the brain isan open system continuoudy coupled to
the environment.



Let me denote the dwq by A(K) (here k generically denotes the field degrees of freedom,
e.g. spatid momentum). As said in the previous Section, the dwq are the NG modes generated
in the symmetry breakdown process under the externd stimuli action. The number N(A) for al k
of the A(k)-modes, condensed in the vacuum |0(N)>, congtitutes the code of the information.

In order to set up the proper canonica formalism for disspative systems a standard result
in QFT (Ceeghini et d. 1992) requires the doubling of the A(k) operators by introducing their
time-reversed copies, say A(k). | will come back soon to this point. Let me first observe that
the crucid point of disspative dynamicsisthat the vacuum gtate is now defined to be the Satein
which the difference N(A)-N(A) = 0, for dl k. This means that aso the state for which N'(A)-
N'(A) =0, with N'(A) 1 N(A), is avacuum state, and thus there are infinitely many smultaneous
ground dtates, each one corresponding to a different vaue of the code N(A). Each of these
ground states of code N(A) is thus associated to a correspondent memory. It can be shown
(Vitidlo 1995) that each of these dtates is unitary inequivaent to the other ones, and thus
protected from unwanted interference (confusion) with other memory dates. The unitary
inequivalence among the degenerate vacua, i.e. the non-exigence in the infinite volume limit of
unitary transformations which may transform one vacuum of code N into another one of code
N', guarantees that the corresponding printed memories are indeed different or distinguishable
memories (N isagood code).

The brain (ground) state is then represented as the collection (or the superposition) of the
full st of memory daes [O(N)>, for dl N: The brain is described as a complex system with a
huge number of (coexisting) macroscopic quantum dates (the memory dtates). The disspative
dynamics introduces N-coded replicas of the sysem and, contrary to the non-disspdtive
guantum modd, information printing can be peformed in each replica without reciproca
degtructive interference. A huge memory capacity is thus achieved (Vitiello 1995).

In the non-diss pative case the memory dates are stable Sates (infinitey long-lived Sates):
there is no posshility of forgetting (I am not congdering here short-term memory states). To the
contrary, in the dissipative case the memory states have finite (although long) life-times (Vitidlo
1995). At some time t = t' the memory state |O(NV)> is reduced to the empty vacuum |0(0)>
where N(K) = O for dl k: the information has been forgotten. At thetimet =t' the state |0(0)> is
available for recording a new information. It is interesting to observe that in order to not
completely forget certain information, one needs to restore the N code (Vitidlo 1995), namely
to refresh the memory by brushing up on the subject (externd simuli maintained memory
(Sivakami and Srinivasan 1983)).



In the dissipative modd the recdl mechaniam is described in the same way asin the early
quantum mode and the unitary inequivaence among the differently coded memory dates dso
avoids unwanted interferences (confuson) among memories.

| remark now that the A (k)-modes can be shown (Umezawa 1993; Celeghini et a. 1992;
Vitidlo 1995) to represent the environment. This is a mathematica consequence of the
formaism, which, a afirst sght, could be difficult to see since at the same time the tilde-modes
are the time-reversed copy of the system. However, one can understand this point by noticing
that the canonica formalism only deds with closed systems. Therefore in the study of an open
system one must include the environment in the treatment in order to "closg" the system. The
point isthat, for such a task it isnot required to consder any detail of the environment, nor its
coupling to the system. In order to "closg" the system one only needs to "baance’ the energy
fluxes, and this is why the environment can be smply, but efficiently, represented by the exact
copy of the system, exact except for the exchange of the "in-coming" with the "out-going”,
namdy the time-reversed copy. The copy needs to be "exact" since we want "balance’. | dso
remark that since the environment cannot be neglected in the formaism, so the A(K)-modes
cannot be neglected. Moreover, for different systems, we have different A (k)-representations of
the environment: this is a ample mathematicd implication of the canonicd formaism which
requires full equivalence (a part time-reversd) of the A and A systems (in this sense, A isthe
time-reversed copy of the environment). The reader should not be upset if | will refer to the A's
as the system's subjective representation of the environment. Although | only refer with this
term to the jus mentioned mathematical implication, nevertheless the way is open to some
conjectures which | will present in the Section 6. Let me also dtress that the tilde-modes also
enter in the memory states (and therefore in the brain gate), as said above. They are indeed
described as the holes of the A-modes (Umezawa 1993), in a way very Smilar to the
description of particle-hole couples in condensed matter physics, where holes are observed as
red excitations (e.g. in a semiconductor).

4 Finite Size Memory Domains

Congder now the case in which the dwq frequency is assumed to be time-dependent (the
parametric dissipative modd). The time-reversed copy A of the dwq can be still introduced.
One finds that the couple of equations describing the dwg A and the doubled modes A is
equivaent to the spherica Bessdl equation of order n (n integer or zero) (Alfinito and Vitielo



2000b) . The coupled system A-A is then described by a parametric ocillator of frequency
AIn(k,t)). There is no need to give here the specific mathematical expression of this frequency
(see Alfinito and Vitiello 2000b for that). | only need to remark that the time-dependence of this
frequency means that, in this parametric case, energy is not conserved in time and therefore that
the A-A system does not condtitute a fully closed system (A is a non-complete, partia
representation of the environment, something of the environment is left out). However, whenn
® ¥, f(n) gpproaches to a condant, i.e. in such a limit the energy is conserved and the A-A
system gets closed (A becomesin that limit the representation of the full environment). Thus, as
n® ¥ the system A is described as fully coupled to the environment. This suggests that n
represents the number of /links between A and the environment. When n is not very large
(infinity), the sysem A (the brain) has not fulfilled its capability to establish links with the
external world. Moreover, n graduates the rate of variations in time of the frequency, i.e. the
rapidity of the system reponse to externd stimuli. The time span useful for memory recording
(the ability of memory gtoring) is found to grow as the number of links with the externd world
grows. the more the system is open to the externd world (the more links), the better it can
memorize (high ability of learning). The ability in learning may be different under different
circumstances, a different ages, and so on.

One can show that the memory recording can occur only when the frequency f(n(k,t)) is
redl. This happens only when the momentum K is greater or equa to some momentum ¢ which
depends on n, t, and on some characteristic parameter L of the system, ¢ © g(nt, L). Inturn
this implies that only wave-lengths | £ 1/g are dlowed: 1/g plays the role of a cut-off. Thus
(coherent) domains of szesless or equd to 1/g are involved in the memory recording. The cut-
off shrinks in time for a given n. On the other hand, a growth of n opposes such a ghrinking.
These cut-off changes correspondingly reflect on the memory domain sizes. It is thus expected
that, for a given n, more impressive is the externd simulus, i.e. the gregter the number of high
momentum excitations produced in the brain, the more focused the locus of the memory.

The finiteness of the size of the domains implies that trangtions through different vacuum
dates at given t become possible. As a consequence, both the phenomena of association of
memories ahd of confusion of memories, which would be avoided in the regime of drict
unitary inequivaence among vacua (i.e. in the infinitdly long wave-length regime), are possble
(Vitidlo 1995; Alfinito and Vitidlo 2000b). | dso note that, due to finiteness of the sze of the
domains, the irrevershility of the dynamics is not grictly enforced asit would be in the infinitely
long wave-length regime. In particular, modes with larger k are found to have a longer life with



reference to time t. Only modes dlowed by the cut-off are present at a certain time t, for the
other ones have decayed. This introduces a hierarchical organization of memories depending on
thar life-time: memories with a pecific spectrum of k mode components may coexist, some of
them dying before, some other ones persisting longer. The (coherent) memory domain Szes are
correspondingly larger or smdler.

| further note thet, as an effect of the difference in the life-times of different k modes, the
gpectra structure of a specific memory may be corrupted, thus dlowing for more or less severe
memory deformations. This mechanism adds up to the memory decay implied by disspation.

Findly, | observe that the finiteness of the doman sze is known to imply a non-zero
effective mass of the dwq. Such a mass acts as a threshold in the excitation energy of the dwq
so that, in order to trigger the recal process, an energy supply equa or greater than such a
threshold is required. When the energy supply is lower than the threshold a difficulty in
recalling may be experienced. However, the threshold may aso postively act as aprotection
agang unwanted perturbations (e.g. thermalization) and cooperate to the sability of the
memory dae. In the case of zero threshold (infinite Size domain) any replication sgna could
excite the recdling and the brain would fdl in agae of continuous flow of memories (Vitidlo
1995).

5 Dissipation and Information

| remark that once certain information has been recorded under the action of some
externd gimulus, then, as a consequence, time-reversd symmetry is aso broken (Vitidlo
1995; 1998; 2001): After information has been recorded, memory sability implies that the
brain cannot be brought to the dtate in which it was before the information printing occurred.
This is, dfter dl, the content of the warning: NOW you know it!... Once you come to know
something, you are another person. This means that in brain modeling one is actudly obliged to
use the formalism describing irreversible time-evolution. Due to the memory printing process
time evolution of the brain Statesis intrinsically irreversible The samefact of getting information
introduces the arrow of time into bran dynamics, namdy it introduces a partition in the time
evolution, i.e, the distinction between the past and the future, a distinction which did not exist
before the information recording. Before the recording process time could be dways reversed.

It can be shown that disspation implies that time evolution of the memory dete is
controlled by the entropy variations (Vitidlo 1995; Alfinito and Vitielo 2000b): this feature



reflects, indeed, the mentioned irreversibility of time evolution, namely the choice of a privileged
direction in time evolution. We thus recover, in a completely unexpected way, a drict
connection between information and entropy. This holds true dso in the case of the formation of
finite sze coherent domains which smooths out, but does not diminate the gtrict irreversbility of
the dynamics.

In particular, we have seen tha the intrindc disspative nature of the brain dynamics
guarantees the exigtence of infinitely many degenerate vacua, namely the possibility of having a
huge memory capacity. But it is indeed such a possibility, the characterizing feature of
information which is in fact computed, according to Shannon, in terms of the possible choices
among the available dternatives. | stress, however, that, while in the latter the possihilities are
referred to the information source, in the disspative quantum modd the information source, i.e.
the environmert, is represented by the A system which at the same time is dso the copy of the
brain, i.e, in some sense the source coincides with the receiver. Moreover, we have seen
above that, when the dwq frequency is assumed to be time-dependent, finite Sze @mherent
domains are generated, which smooth out the gtrict inequivalence among the degenerate vacua,
thus reducing the number of possible choices (some of the vacua may have non trivid overlap).
Such afeature, as dready observed, is of advantage in the memory storing and retrievd, snceiit
dlows paths or associations leading from memory to memory, thus improving the handling of
the huge memory storing and retrievd. In information theory it is known that the adoption of
coded regtrictions (a conventiona set of rules or restrictions) on the full set of possble choices
present in the source improves the information transmisson. In the disspative mode these
restrictions are dynamically introduced through the finite Sze domain formation In the following
Section | will comment on how the input (the signal) may acquire, for the receiving subject (the
system A), a significance (it acquires a sense or meaning). It is an interesting question asking
about the relation between the disspative quantum mode of brain and semiatics from one Side,
and linguigtics from the other Sde (Stamenov 1997).

Findly, let me observe that the Sationary condition for the free energy functiona leads one
to recognize the memory date |O(V,t)> to be afinite temperature state (Umezawa 1993), which
opens the way to the posshility of thermodynamic congderations in the brain activity. In this
connection, | observe that the psychological arrow of time which emerges in the disspative
brain dynamics turns out to be oriented in the same direction of the thermodynamical arrow of
time, which points in the increasing entropy drection. It is interesting to note that both these
arows, the psychologica one and the thermodynamica one, dso point in the same direction of



the cosmological arrow of time, defined by the expanding Universe direction (Alfinito et d.
2000a; Hawking and Penrose 1996).

6 Dissipation and Consciousness

In this Section | will present some conjectures and interpretations suggested by the mathematica
features of the dissipative quantum modd. Much work is sill needed in order to clarify many
questions related with the interpretations and the comments presented below. It is, however,
interesting that some mathematical feetures of the mode may have, dready a this stage of the
research, surprisngly far reaching, dthough quditative, implications on consciousness study and
related issues. In what follows | will not consder conclusions derived by other theoretica
gpproaches and dl the statements are always redtricted and referred to the framework of the
disspative quantum model.

The coupling of A with A describes nonlinear dynamical festures of the dissipative modd.
The nonlinearity of the dynamics describes a self-interaction or back-reaction process for the A
system. A thus dso plays a role in such saf-coupling or self-recognition processes. The A
system is the mirror in time image, or the time-reversed copy of the A sysem. It actudly
duplicates the A system, it is the A system's Double and Sinceit can never be diminated, the A
system can never be separated from its Double. The role of the A modes in the salf-interaction
processes leads me to conjecture that the tilde-system is actudly involved in consciousness
mechaniams (Vitidlo 1995; 2001). Disspation manifests itsdf as a second person, the Double
or Sosia (Plautus, 189 B.C.), to didogue with.

Consciousness seems thus to emerge as a manifestation of the dissipative dynamics
of the brain. In this way, consciousness appears to be not solely characterized by a subjective
dynamics; its roots, on the contrary, seem to be grounded in the permanent trade of the brain
(the subject) with the externd world, on the dynamicd reation between the system A and its
Sosia or Double A, permanently joined to it. Consciousness is reached through the opening to
the external world. The crucid role of disspation isthat sdf-mirroring is not anymore aself-trap
(as for Narcissus), the conscious subject cannot be amonad. Consciousnessis only possibleif
disspation, openness onto the outsde world is alowed. Without the objective externa world
there would be no possibility for the brain to be an open system, and no A system would at al
exis. The very same existence of the externd world is the prerequisite for the brain to build up
itsown subjective simulation, itSown representation of theworld. It is an interesting question



to ask about the possible relation of the dissipative quantum mode, and of the doubling of the
degrees of freedom, with the "two worlds' or the dyadic redlity analyzed in Taborsky 2000.

The informationa inputs from the externd world are the images of the world. Once they
are recorded by A they become the image of A : A istheaddress of A, it isidentified with
(is acopy of) A. We have seen that such a memory recording process implies a breakdown, a
lack of symmetry: memory as negation of the symmetry which makes things indigtinguishable
among themselves (Vitiello 1998; 2001); memory as non-oblivion, literdly theal hgeia of the
ancient Greeks. It is interesting that the same word was used by them to denote the truth.

As dready mentioned in Section 4, the finiteness of the size of the corrdlated comains
implies that recording memories requires some expense of energy (the one required by the nor+
zero effective mass of the dwq). This suggests that, unavoidably, we are led to make a choice,
an active selection among the many inputs we receive: we record only those that we judge
worthwhile to expend some energy for. In other words, the ones to which we attribute a value,
which involve our commitment (emotion). It is the specific information received through those
selected inputs which then becomes our memory, it becomes our truth (al hgeia, indeed). It
is here, in the map of such values, that our memory depicts our identity. In fact, mathematicaly
gpesking, in the modd the brain sate is identified by the collection of the memory codes. It will
be interesting to consder these suggestions of the disspative modd in connection with the
mechanians involving values and emation in other theoreticd models (see, eg. Perlovsky
2001). | leave thisto afuture analyss.

The disspative modd aso excludes any rigid fixation or trapping in certain states. Such
a pladticity implies that we are not Smply spectators or victims of passive perceptions. Active
perceptions, our active choices have dso a part in our continuous interplay with the world.
Freeman dtresses that brain actualy processes meanings rather than nformation (Freeman
2000). In his view meanings are intended actions, namdy the meaning belongs to, is in the
subject and arises from the active perception of that subject, which includes intentiondity. The
bran as an adgptive sysem permanently conjugates the memory of the past, namey the
knowledge of the causes, which determinigticaly pushes forward, with the goa- oriented activity
(Freeman's intended actions) of the present, which teleologicaly dtracts to the future. The
conjecture is here that tilde-modes express meanings or meaningful representations rather
than just representations.

The disspative mode thus seems to suggest that one reaches an active point of view of
the world (Vitidlo 1998; 2001; Desideri 1998), which naturaly carries in it the unfaithfulness



of subjectivity. But such unfaithfulness is precious. It is exactly in such an unfaithfulness thet the
map of the vaues which identify the subject has to be searched. It is in the above discussed
processes that the external signal acquires a sense, a meaning. The comparison of the
disspative modd with other theoretical schemes (e.g. with Perlovsky 2001) on these issues
would be very interesting but beyond the tasks of the present paper.

Note that the above mentioned self-recognition process includes reflection loops as well
as control loops of the subject-environment interaction. Due to the self-identification process
these loops are self-reference loops (Cordeschi et a. 1999).

Findly, the disspative quantum mode seems to imply that the conscious identity emerges
at any instant of time, in the present, as the minimum energy brain state which separates the
past from the future, that point on the mirror of time where the conjugate images A and A join
together. In the absence of such a mirroring there is neither consciousness of the padt, nor its
projection in the future: the suggestion is that consciousness does not arises soldy from the
subject (first person) inner activity, without opening to the external world. In the disspative
guantum modd the intrindc disspative character of the brain dynamics strongly points to
consciousness as dialogue with the insgparable own Double (Vitidlo 1998; 2001). Clarifying
these issuesin future sudies will be a challenging task.
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