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ABSTRACT 
 

The immune system has a complexity sometimes compared to that of the brain. The vast 
and diverse number of molecules, cells and tissues, and their complicated pathways of 
communication (with each other and other bodily systems), endow the immune system 
with cognitive abilities capable of complementing nervous cognition. In addition, there 
are several processes and theories used to explain the immune functioning that bring to 
discussion several key aspects of biology and biologically-inspired computing. This pa-
per thus provides two forms of studying the immune system. The first is more of an ana-
lytical approach; it presents some cognitive views of the immune system, the intrinsic 
evolutionary nature of an adaptive immune response, and how immunity influences the 
evolution of species. The second study is of a synthetic nature; it describes the immune 
engineering concept as a meta-synthetic process used for the design of computational in-
telligence approaches by borrowing inspiration from the immune systems. The latter dis-
cussion is a personal account, describing how I used ideas from the immune system to 
solve complex engineering problems. But these are supposed to provide the reader with 
some insights about the development of biologically-inspired systems. 

1 INTRODUCTION 
 In the history of immunology, several theories and principles have been proposed 
as attempts to explain how the immune system works. Among these proposals, some 
were of crucial importance for the development of the immune engineering concept, 
namely, the clonal selection and affinity maturation theory, formalized by Burnet (1959), 
and the immune network theory, introduced by Jerne (1974). In a simplified form, the 
immune engineering process corresponds to the extraction of ideas from the immune sys-
tem and its many theoretical models for the design of novel problem solving techniques.  
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 The literature on artificial immune systems (Dasgupta, 1999; de Castro & Tim-
mis, 2002a) is pervaded with proposals based on these two theories. While the clonal se-
lection theory is acknowledged not to be sufficient for describing some important behav-
iors and characteristics of the immune system, (e.g., questions like why do mothers not 
reject their fetuses, and why do most of us have autoreactive lymphocytes without pre-
senting autoimmune diseases cannot be answered by this theory), the immune network 
theory has difficulties in being accepted by the community (Langman & Cohn, 1986). 
 New, not less controversial, theories about how the immune system works have 
been proposed (Matzinger, 1994), and have recently received some attention from the 
artificial immune systems community (Timmis et al., 2003). This paper brings a number 
of important discussions: 
• it presents the evolutionary nature of an adaptive immune response and how the im-

mune system influences the evolution of species; 
• it provides some perspectives on immune cognition, based on a literature review; and 
• it introduces the immune engineering process from a personal and historical perspec-

tive. 
To provide the reader with some background knowledge on immunology, an introductory 
section (Section 2) is provided emphasizing the clonal selection and immune network 
theories. Both were used in the original immune engineering proposal and will also be the 
basis for the evolutionary and cognitive discussions to be presented. In Section 3, a sur-
vey of works that explicitly discourse about immune cognition is provided, and in Sec-
tion 4 the immune system is placed in the context of evolutionary biology. Section 5 pro-
vides a personal and historical account on immune engineering. The paper is concluded 
in Section 6. 

2 BASIC CONCEPTS FROM IMMUNOLOGY 
All living beings have the ability to present resistance to disease-causing agents, known 
as pathogens. These include viruses, bacteria, fungi, and parasites. The nature of this re-
sistance varies from one species to the other, and is a function of the complexity of the 
organism. Mammals, in particular human beings, have developed a highly sophisticated 
immune system that acts together with several other bodily systems, such as the nervous 
and the endocrine system, to maintain life. The primary role of the immune system is to 
protect our bodies against infections caused by pathogens. Some good introductory-level 
textbooks on immunology are Janeway et al. (1999), Tizard (1995), Abbas et al. (1998), 
and Paul (1999). 

The immune system can be divided into innate immune system and adaptive immune 
system, composed of diverse sets of cells, molecules and organs. The innate immune sys-
tem is very important as a first line of defense against several types of pathogens and is 
also crucial for the regulation of the adaptive immune system. Cells belonging to the in-
nate immune system are capable of recognizing generic molecular patterns (a type of mo-
lecular signature) that are only present in pathogens, and cannot be found in the cells of 
the host. Once a pathogen has been recognized by a cell of the innate immune system, 
this cell signals (through chemical messengers) other immune cells, including those of 
the adaptive immune system, to start fighting against the pathogen. For the most types of 
pathogens, the adaptive immune system cannot act without these co-stimulatory signals 
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provided by the innate immune system. However, not all pathogens can be recognized by 
the innate immune system. Some specific pathogens are only recognized by cells and 
molecules of the adaptive immune system, also called specific immune system. Nowa-
days, it also believed that a third signal (danger signal) is necessary to promote an im-
mune response (Matzinger, 1994), and this signal is provided by distressed or injured 
cells of the host organism. 

2.1 CLONAL SELECTION, EXPANSION AND AFFINITY MATURATION 
When a pathogen invades our bodies, some of our immune cells that recognize this 
pathogen will start replicating, a process during which mutation occurs. One interesting 
aspect of the cellular reproduction (cloning) process in the immune system is that cells 
are subjected to error during cloning. In this case it is a mitotic process of cell division 
that may result in errors in the progeny cells generated. Also, the mutation rate is propor-
tional to the affinity the immune receptor has with the pathogen recognized.  

In summary, clonal selection and expansion together with affinity maturation occur 
as follows. Our immune system is composed of a huge number of cells presenting recep-
tors on their surfaces. These receptors are responsible for binding with portions of patho-
gens, known as antigens, and signaling other immune cells to eliminate the marked (rec-
ognized) pathogens. But the invading pathogens replicate themselves inside our bodies 
thus increasing the amount of damage being caused to our organism. One way the im-
mune system evolved to fight against infection was by replicating our immune cells so as 
to cope with the replicating pathogen. But the replication of immune cells is not perfect; 
errors occur with a rate proportional to the quality of the recognition between the immune 
receptor and the pathogen recognized. Those mutated cells with high affinity with the 
pathogen are then selected and maintained in a repertoire called memory. Figure 1 sum-
marizes the clonal expansion and affinity maturation processes. 
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Figure 1: Clonal selection, expansion and affinity maturation. The B-cells have receptors on their surfaces 
that allow them to recognize antigens. After recognition, some cells are stimulated to reproduce; a process 
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subject to error. Some cells with improved receptors for recognition are selected to become memory cells, 
that is, cells with long life spans. 

2.2 IMMUNE NETWORK THEORY 
 
Jerne (1974) formalized in 1974 what is to date known as the immune network theory. 
His great insight was that the immune system is not only a reactive system that remains at 
rest until an antigen invades the organism. He suggested that some portions (idiotopes) of 
the receptors of our immune cells could be recognized by other immune cells and mole-
cules. This would result in an immune system that is always dynamic; that is, an immune 
system that does not wait for external stimulation in order to act.  

One question that may be raised by this assertion is: “if the immune system recog-
nizes our own cells, why does it not react to our own cells?” The suggestion proposed at 
that time was that a suppressive mechanism would control “self-recognition” while an 
activation mechanism would guide the immune response. However, these mechanisms 
were neither clearly accounted for in the theory nor clearly observed experimentally. The 
network theory generated a lot of debate within theoretical and experimental immunol-
ogy. 

In summary, the network theory suggested that the immune cells and molecules are 
capable of recognizing each other and antigens. This recognition results in variations in 
the concentration and affinity (DNA structure) of immune receptors. These variations are 
a function of several factors: 1) the network suppressive effects, 2) the network activation 
effects, 3) the death of unstimulated cells, and 4) the recruitment of new cells and mole-
cules from the immune repertoire. Figure 2 illustrates the immune network theory as pro-
posed by Jerne (1974). 
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Figure 2: Each immune receptor has two portions, p and i. The p portion is the one capable of recognizing 
other molecules, and the i portion is the one that can be recognized by other immune molecules.  

3 PERSPECTIVES ON IMMUNE COGNITION: A LITERATURE 
REVIEW 

Historically, the expression cognitive was imported into immunology from psychology, 
where it refers to the superior functions of the brain, e.g., object recognition, identifica-
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tion of the organism and intentionality (Mitchison, 1994). The initial goal was to empha-
size that the immune system knows what it is looking for when it encounters a pathogen, 
i.e., its internal organization endows it with a certain intentionality. N. Jerne (1974, 1984, 
1985), with his immune network theory, is considered to be the true proponent of the 
cognitive model of the immune system (Tauber, 1997).  

Several research schools investigate what is now called immune cognition under basi-
cally three different perspectives: 1) the self-recognition view; 2) the self-assertion view; 
and 3) the multi-systemic view. This section reviews some works from the immunology 
literature that explicitly discuss the immune cognition.  

3.1 THE SELF-RECOGNITION VIEW 
 
Under this perspective, immune cognition is based upon the principle that the immune 
system is capable of distinguishing between what belongs to the organism, known as self, 
and what does not belong to the organism, known as nonself; a principle called 
self/nonself discrimination. In this case the immune system is a recognition/action system 
that acts according to foreign (nonself) stimulation. This is the most orthodox view of the 
immune system still accepted by a large, maybe the largest, number of researchers in 
immunology. It came into the scene about the 1950s with Burnet’s formalization of the 
clonal selection principle (Burnet, 1959). 

The recognition and classification of foreign elements to the organism implicitly re-
quires that some immune components are performing this identification. Recognition is a 
perceptive event and, as such, it has to be sustained in some sort of cognitive apparatus 
(Tauber, 1997). This viewpoint reflects the richness hidden in terms like recognition, 
learning and memory, properties pertinent to the immune system (see Section 135). Ac-
tually, all these properties were brought into immunology based on the parallel with nerv-
ous cognition, which is even more striking under the network approach for the immune 
system, as will be discussed shortly. 

To I. Cohen (1992a,b) a cognitive system is an intentional system; that is, one capa-
ble of extracting information from the environment by exploiting the knowledge con-
tained in the system itself. Thus, a cognitive system is not a passive information proces-
sor or memory device, it is designed to manipulate particular information sensed from the 
environment (Cohen, 1992a). He also proposed the concept of an immunological homun-
culus as an internal image of the self, acquired by the early recognition of self. (In the 
original clonal selection model introduced by Burnet, it was proposed that self-reactive 
lymphocytes were deleted early in life.) The immunological homunculus is rooted on the 
idea that the immune system will be capable of performing its task more efficiently 
through the gathering and processing of information if it is endowed with an internal rep-
resentation of the environment in which it is inserted. Pathogens are recognized as non-
self because they are presented in a context that indicates their pathology. Under this 
viewpoint, self is no longer an entity; rather it emerges dynamically in a self-
identification process that changes continuously along the lifetime of an individual. 

The self-recognition perspective can also be found in most immunology textbooks. 
For instance, up to the third edition of their book, A. Abbas and his co-authors (Abbas et 
al., 1998) divided an adaptive immune response into three distinct phases: 1) cognitive 
phase, 2) activation phase, and 3) effector phase. The cognitive phase consisting of the 
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recognition and binding of foreign antigens to the specific receptors on some immune 
cells (lymphocytes), prior to the pathogenic stimulation. Under this viewpoint, cognition 
was equated to recognition followed by binding. From the fourth edition of their book 
onwards, released in the year 2000, the authors changed from a cognitive to a recognitive 
view of the immune principles of recognition and binding. The adaptive immune re-
sponse was now divided into recognition, activation and effector phases. 

3.2 THE SELF-ASSERTION VIEW 
 
This view does not see the immune system as behaving distinctively with self and nonself 
or according to any dichotomy imposed a priori and from the outside (Bersini, 2002). In 
this case the immune system is viewed as a dynamic system that does not require foreign 
(nonself) stimulation to present activity. There is no fundamental difference between self 
and nonself. This is known as the self-assertion view of the immune system and is in 
most of its presentations rooted on the immune network theory.  

A vast number of authors have discoursed about the cognitive nature of the immune 
network theory (Coutinho et al., 1984; Farmer et al., 1986; Varela et al., 1988; Vaz & de 
Faria, 1988; Coutinho, 1989; Bersini & Varela, 1994; Varela & Coutinho, 1991; Mander-
ick, 1994; Stewart, 1994). The claim in most cases is that global cognitive properties of 
the immune system like learning, memory, adaptation, self-sustainability, etc., cannot be 
understood through the analysis of individual components. As the network theory sug-
gests an immune system composed of sets of cells and molecules interconnected via 
communication (affinity) links, the network approach becomes quite suitable to the study 
and understanding of cognitive phenomena in the immune system.  

A key aspect of the network theory is illustrated in Figure 3. This picture shows the 
receptor molecules that exist either attached to a lymphocyte surface or free in solution. 
The immune network theory proposes that portions, called idiotopes, of the receptor 
molecules located in and around their variable regions can be recognized by the paratopes 
on other receptors. As a result, cells and molecules from the immune system can recog-
nize each other. Note, from Figure 3(b), that the paratope on receptor 1 can recognize the 
antigen and the idiotope of receptor 3. Therefore, receptor 3 is known to be an internal 
image of the antigen Ag. Under this perspective, the immune system is composed of a 
universe of “internal images” of all possible antigens, which are only recognized for they 
are expressed in a language known to the system, and the immune system becomes self-
defined; that is, it is designed to know itself. These are the two roots of the cognitive 
view of the network theory.  
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Figure 3: Basic concepts of the immune network theory. (a) Antibody molecule illustrating its paratope 
and idiotope. In reality, the idiotopes might be located in or around the paratopes. (b) Positive and negative 
responses as results of the interaction between a paratope and an idiotope or an epitope. (Reproduced with 
permission from © de Castro & Timmis, 2002a) 

3.3 THE MULTI-SYSTEMIC VIEW 
 
The immune system is a vital system integrated with other bodily systems, and, as such, 
it does share recognition, activation, effector and adaptation mechanisms. There are in-
creasing evidences of the interdependence between the immune system and other systems 
through messenger molecules, neurotransmitters and hormones. Besides, there are func-
tional analogies between the immune system and other systems. For instance, the im-
mune and the nervous systems perceive and recognize the environment, and then decide 
what mechanisms to put into action in order to operate. This is the multi-systemic per-
spective on immune cognition.  

Blalock (1994) approached the immune system as a sensorial system, such as the 
nervous system, but he attributed cognition only as a process resulting from stimuli like 
physiological, emotional, etc. He proposed that the immune system is capable of recog-
nizing and responding to stimuli that cannot be perceived by the nervous system like bac-
teria, viruses and tumors. These stimuli would go unnoticed if not for the immune sys-
tem. A virus cannot be seen by a naked eye, it cannot be smelt or tasted, it makes no 
noise, but it can be perceived by the symptoms it causes. This occurs through the recogni-
tion of this stimulus by immune cells, which convert it into chemical information such as 
hormones, neurotransmitters and cytokines. These signals are received by the neurvous 
and the endocrine systems resulting in psychological and physiological changes. Appar-
ently, the sensorial operation of the immune system imitates the neuroendocrine system 
in the sense that a specific stimulus promotes a particular response that results in a physi-
ologic response. Due to this capability of recognizing and responding to stimuli that can-
not be perceived by our sensorial systems, Blalock (1994) suggested the immune system 
is our sixth sense. 

Besendovsky & del Rey (1996) followed the same approach as Blalock (1994) argu-
ing that the intercommunication between the immune and the neuroendocrine systems 
implies that the immune system is a receptor sensorial system (see Figure 4). However, 
the sensory function of the immune system does not imply that the central nervous sys-
tem will always react to signals derived from immune cells. A neuroendocrine response 
to immune signals occurs in a threshold-dependent manner, and only seldom do such re-
sponses become cognitive. A cognitive sensation is expected to be more often related to 
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stimuli that occur as a consequence of the disease rather than to the elicited immune re-
sponse itself. The authors also suggested another interesting phenomenon that might re-
flect the reception of signals from immune cells at the central nervous system level: the 
behavior condition of certain immune responses. It implies that the immune system is 
capable of informing the brain about the effect of the stimuli, and the brain, in turn, 
would mediate the conditioned stimulation or inhibition of the immune response. 
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Figure 4: Neuro-immune-endocrine interactions. According to Besendovsky & del Rey (1996) the immune 
system, (IS), the nervous system (NS), and the endocrine system (ES) share receptors and molecules, and 
respond to actions taken by the other systems. 

 
With a slightly different viewpoint, T. Tada (1997) introduced the term “supersystem” to 
designate highly integrated vital systems, like the nervous and immune systems. The 
many elements of a supersystem are interrelated through mutual adaptation and co-
adaptation, producing a self-regulated and self-organized dynamic system. The system is 
also self-contained, but open to environmental stimuli that can be translated into internal 
messages for the self-regulation and expansion processes. A supersystem is characterized 
by its self-regulation, generation of its many components through stochastic processes 
following selection and adaptation (consequences of self-organization), individuality and 
decision making as a response to endogenous and exogenous stimuli. 

4 EVOLUTION AND THE IMMUNE SYSTEM 
Evolutionary biology is a science concerned, among other things, with the study of the 
diversity of life, the differences and similarities among organisms, and the adaptive and 
non-adaptive characteristics of organisms. Its importance is manifold, from the health 
sciences to the understanding of how the living organisms adapt to the environment they 
inhabit. For instance, evolutionary biology helps in the understanding of disease epidem-
ics, population dynamics, and the production of improved species and cultures.  

The word evolution is originated from the Latin evolvere, which means to unfold or 
unroll. Broadly speaking, evolution is a synonym for “change”. But what type of change? 
The word evolution is not usually employed to refer to the changes undergone by an in-
dividual during its lifetime. Instead, an evolving system corresponds to the one in which 
there is a descent of entities over time, one generation after the other, and in which char-
acteristics of the entities differ across generations (Futuyma, 1998). Therefore, evolution 
can be broadly defined as descent with modification, and often with diversification. Many 
Special Issue on Computational Intelligence and Semiotics 141
S.E.E.D. Journal (Semiotics, Evolution, Energy, and Development) 
 Queiroz, J. and Gudwin, R. (Guest Editors) 
 



 

systems can be classified as evolutionary: languages, cellular reproduction in immune 
systems (see Section 2.1), cuisines, automobiles, and so on.  
• Any evolutionary system presents a number of features: 
• population(s): in all evolutionary systems there are populations, or groups, of entities 

(organisms, cells, molecules, etc.), generally termed individuals; 
• variation: there is variation in one or more characteristics of the individuals of the 

population(s); 
• hereditary similarity: parent and offspring individuals present similar characteristics. 

Over the course of generations, there may be changes in the proportions of individuals 
with different characteristics within a population; a process called descent with modi-
fication; and 

• sorting of variations: among the sorting processes, it can be emphasized chance (ran-
dom variation in the survival or reproduction of different variants), and natural selec-
tion (consistent, non-random differences among variants in their rates of survival and 
reproduction). 

Adaptation as a result of variation plus natural selection leads to improvement in the 
function of an organism and its many component parts. “Biological or organic evolution 
is change in the properties of populations of organisms, or groups of such populations, 
over the course of generations.” (Futuyma, 1998; p. 4) Note that according to this defini-
tion of evolution, individual organisms do not evolve, and the changes of a population of 
individuals that are assumed to be evolutionary are those resultant from inheritance, via 
the genetic material, from one generation to the other. 

The history of evolutionary biology is marked by a number of hypotheses and theo-
ries about how life on earth appeared and evolved. The most influential theory to date is 
the natural selection theory proposed by Charles Darwin and formalized in his book On 
the Origins of Species by Means of Natural Selection, or the Preservation of Favoured 
Races in the Struggle for Life (Darwin, 1859). Historically, Alfred Wallace is also one of 
the proponents of the theory of evolution by means of natural selection, but it was Dar-
win’s book, with its hundreds of instances and arguments supporting natural selection, 
that acted as the landmark for the theory of evolution. 

There is a strong relationship between the immune system (immunology) and evolu-
tionary biology. First, the immune system contributes to the natural selection of species 
by influencing the reproduction capability of an individual, and by reducing the survival 
likelihood of an infected organism that eventally becomes a threat to its species. Second, 
some patterns of immune response, via clonal selection for example, assume the shape of 
an evolutionary process. 

An important aspect of most disease-causing agents is that they use the host organ-
ism as a medium to survive and spread the disease to other organisms. As a consequence, 
the infected organism may become a potential threat to the other members of the com-
munity in which it lives or even to the species as a whole. In some cases, although with a 
fully operative immune system, an individual cannot cope with a certain disease because 
the longer this individual survives, the greater the threat to the species. Although this is 
rarely the case, it was demonstrated that some cytokines, rather than the products of the 
infectious agents that cause the disease, are responsible for the promotion of a series of 
deleterious nervous, endocrine and metabolic derangements that will lead to the death of 
the individual (Besendovsky & del Rey, 1996). In addition, the immune system can con-
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tribute to evolution by associating immune and reproductive functions. The inhibitory 
effects of certain cytokines on reproductive functions may serve to impede the transmis-
sion of microorganisms to the progeny via the placenta or the milk. Cases where the de-
velopment of the immune system is deficient are usually associated with sexual insuffi-
ciency (Besendovsky & Sorkin, 1974). There seems to be an association between the 
function of some immune organs that control the development of the immune system and 
the reproductive capability of the organism. And this operates as a selective force to im-
pede the reproduction of immunodefficient organisms, while favoring the reproduction of 
individuals capable of developing a fully operative immune system. 

As discussed previously, one form the immune system developed to cope with 
pathogenic invaders is by reproducing (cloning) those cells capable of appropriately rec-
ognizing specific pathogens. During the proliferative phase of the immune cells, they are 
subjected to a controlled mutation event with high rates, termed somatic hypermutation. 
Those mutated offspring cells that have increased their capability of recognizing a spe-
cific pathogen are then selected for survival and further reproduction. This whole muta-
tional process followed by selective events is called affinity maturation of the immune 
response, because it allows the immune system to increase its capability to recognize (af-
finity with) pathogens. A population of immune cells that reproduce under the effects of 
mutation and then suffer (natural) selection is a remarkable example of the evolutionary 
nature of an adaptive immune response. What is important to note, however, is that there 
is a microevolutionary process within our organisms that occurs in a time scale orders of 
magnitude faster than the evolution of species. And this is crucial for our day-by-day bat-
tle for survival against disease-causing agents. 

5 IMMUNE ENGINEERING: A PERSONAL ACCOUNT 
After discussing immune cognition and the relationship between evolutionary biology 
and the immune system, it is now time to turn the attention to a computational perspec-
tive of the immune system; the so-called artificial immune systems (Dasgupta, 1999; de 
Castro & Timmis, 2002a).  

Artificial immune systems (AIS) compose a new computational intelligence ap-
proach inspired by theoretical and experimental immunology with applications to prob-
lem solving. Like all new approach, such as swarm intelligence (Bonabeau et al., 1999; 
Kennedy et al., 2001), the field still lacks a more formal description and better theoretical 
foundations. However, some new insights were provided in a recently released book by 
myself and Jon Timmis (de Castro & Timmis, 2002a).  

This book, titled “Artificial Immune Systems: A New Computational Intelligence 
Approach”, covers a number of topics in various domains, from biology to computing. 
There are dedicated chapters about immunology, neuroscience and endocrinology, al-
ways with a view of how these are important for the development of computational tools 
for solving complex problems. The book also brings an almost comprehensive survey of 
the literature on AIS and hybrids of AIS with other techniques such as artificial neural 
networks, fuzzy systems, evolutionary algorithms, and others. 

Chapter 2 of the book reviews the biological immune system of vertebrates and 
Chapter 3 introduces the process of immune engineering, which is the main focus of this 
section. The term immune engineering was coined by Fernando Von Zuben and myself 
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around five years ago, and was formalized in my Ph.D. thesis early in 2001. It refers to 
“…a meta-synthesis process that is going to define the tool for solving a given problem 
based upon the features of the problem itself, and then apply it to obtain the solution to 
the problem. Instead of trying to create accurate models of the immune system, the im-
mune engineering develops and implements pragmatic models inspired by the immune 
system. These must preserve some of the essential properties of the immune system 
which demonstrate to be implementable and efficient for the development of engineering 
tools.” (de Castro, 2001; p. 44) 

Several parts of the immune engineering definition were underlined for they focus 
on a number of important concepts and ideas. First, is the concept of meta-synthesis. My 
background knowledge is in Electrical Engineering with emphasis on Intelligent Systems, 
particularly artificial neural networks (ANN). For my Ph.D. project, we considered using 
ideas gleaned from the immune system to develop new constructive and pruning tech-
niques to design ANN.  

The immune system has the great potentiality of being able to build up repertoires of 
cells and molecules to combat invading disease-causing elements, known as pathogens 
(e.g., viruses, bacteria and fungi). By modifying the molecular structure of immune re-
ceptors and increasing the concentration of particular cells and molecules in the blood 
and lymph, the immune system can also become increasingly better at recognizing and 
destroying these pathogens. Therefore, the immune system is inherently capable of defin-
ing its own architecture and adjusting its “parameters” so as to appropriately cope with 
invading elements. Our claim was that, by studying how the immune system fights 
against pathogens, we could use some of these immune principles and processes to de-
sign new types of learning algorithms for neural networks. 

Another important issue raised by the definition of immune engineering was that of 
creating accurate models. From an engineering perspective, it is important to bear in 
mind how accurate a model should be in relation to its usefulness as a problem solving 
technique. The application of mathematical analysis and modeling to immunology may 
result in outcomes such as a deeper and more quantitative description of how the immune 
system works, a more critical analysis of hypothesis, it can assist in the prediction of be-
haviors and the design of experiments, and so forth. Note here that the goal of these accu-
rate immune models is considerably different from the goal of designing problem solving 
techniques inspired by the immune system. As suggested in the definition for immune 
engineering, the main concern is to keep the model pragmatic and useful as an engineer-
ing tool, though one has to be careful not to stretch the metaphor too much. 

5.1 ENGINEERING THE CLONAL SELECTION PRINCIPLE 
 
In the vertebrate immune system, the clonal selection and expansion processes together 
with affinity maturation, are clear examples of a meta-synthetic process. It was very in-
teresting to realize that the meta-synthesis idea is completely incorporated into the clonal 
selection and affinity maturation processes. Not only the structure of the immune reper-
toire is going to be adjusted to the “problem” (and by the problem) – pathogen – being 
faced by the immune system, but also the structure of individual molecules will be fine-
tuned by (somatic) mutation followed by selection. These processes thus served the pur-
poses of using ideas from the immune system to develop automatic design and learning 
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algorithms for neural networks. The question that remained was how to use them in a 
neural network context. It was thus one of the very first steps of my Ph.D.  

Certainly these are not the only interesting features of clonal selection for informa-
tion processing, but these served the purposes I was looking for at that time. For instance, 
it is known that the immune response (clonal selection) is local; that is, the response does 
not involve the whole immune repertoire of a given cell type, only a sample of cells are 
involved. Other researchers have developed different clonal selection models using these 
ideas (e.g., Forrest et al., 1993) with applications in other domains such as multimodal 
search. 

As proposed in the immune engineering definition, the idea is to “develop 
and implement pragmatic models inspired in the immune system”. Thus, the basic 
mechanisms of clonal selection discussed above were sufficient “for the develop-
ment of engineering tools”. 

In a very lengthy paper, some hints on how to use ideas from the immune system to 
design novel neural network structures and learning algorithms were presented (de Castro 
et al., 2003). A growing Boolean neural network was proposed based on tese ideas. 
Given a set of input data and another set of Boolean artificial neurons, i.e., neurons with 
binary weight vectors, the problem was how to determine an appropriate network archi-
tecture and weight set(s) based upon the problem and so that the problem was satisfacto-
rily solved? The idea was quite simple having clonal selection and affinity maturation in 
mind.  

Starting with a network composed of a small number of neurons, select the one with 
highest affinity to a given input pattern. The input patterns are presented sequentially to 
the network. The selected neuron is cloned (reproduced with a smalll mutation) and the 
offspring neuron with highest affinity with the input pattern is selected to replace the par-
ent or to be added to the network. Affinity in this case corresponds to a smaller distance 
to the input pattern and also to a high concentration of antigens, i.e., input patterns. The 
idea is thus to reproduce those network neurons capable of recognizing a larger number 
of patterns and presenting a small distance to these patterns. Network neurons that are not 
reinforced by any input pattern tend to be removed from the network, thus mimicking the 
death of unstimulated cells in the immune system.  

Although these ideas could be used for any type of self-organized network, the 
original implementation was restricted to Boolean networks. Given the animal data set of 
Figure 5(a), one network, named ABNET for antibody network, generated by the algo-
rithm described above is depicted in Figure 5(b). Note that the final network was capable 
of grouping the two major classes of mammals and birds contained in the data set using 
no information about how the data set is organized.  
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Small 1 1 1 1 1 1 0 0 0 0 1 0 0 0 0 0 
Medium 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 0 

 
Is 

Big 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 
Two legs 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 
Four legs 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 
Hair 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 
Hooves 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 
Mane 0 0 0 0 0 0 0 0 0 1 0 0 1 1 1 0 

 
 

Has 

Feathers 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 
Hunt 0 0 0 0 1 1 1 1 0 1 1 1 1 0 0 0 
Run 0 0 0 0 0 0 0 0 1 1 0 1 1 1 1 0 
Fly 1 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 

 

Likes 
to 

Swim 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 
(a) 
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(b) 

Figure 5: The ABNET (antibody network) when applied to the animals data set. (a) Animals’ data set. 
(b) One of the networks generated by the algorithm inspired in the clonal selection theory of antibody re-
sponses. 

 
The clonal selection principle is not only useful to design neural networks, which would 
already be a great contribution to the computational intelligence research. Any reader fa-
miliar with the theory of evolution and/or evolutionary algorithms would find clonal se-
lection very compatible with an evolutionary process. Indeed clonal expansion, selection, 
and affinity maturation are processes akin to a micro-evolutionary process, as discussed 
previously. Clonal expansion is a process of reproduction, and affinity maturation corre-
sponds to genetic variation plus selection.  
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There are a few differences however, between macro- and micro-evolution. Macro-
evolution in whole organisms involves different sequence of steps and genetic variation 
processes when compared with micro-evolution. For instance, there is no crossover dur-
ing cell division, and the rate of mutation of whole organisms is not proportional to their 
fitness; the rate of reproduction is proportional to fitness in organisms, but not the rate of 
mutation. 

Another important aspect about the clonal selection principle is the fact that it allows 
the immune system to learn the antigenic patterns presented. Actually this is the principle 
of vaccination. The organism is inoculated with a weakened or dead sample of a given 
pathogenic agent so that it builds up an immune repertoire of cells and molecules capable 
of recognizing the known pathogen before it starts causing harm to the body. The prob-
lem with the immune response via clonal selection is that it takes some time, on the order 
of days, so that a sufficient number of cells and molecules is produced to fight the infec-
tion. This might result in the presentation of symptoms until the pathogen is eliminated. 
If the immune system is primed with this weakened or dead sample of the pathogen, then 
there will be a “lag” phase short enough so that the symptoms of the disease do not mani-
fest.  

With this view of recognition via immune receptors and learning according to clonal 
selection, I realized that another algorithm for solving pattern recognition problems could 
be engineered. This was one next step in my research; to implement a clonal selection 
algorithm, later known as CLONALG, to perform a pattern recognition and learning. 
This algorithm is conceptually simple and involves the basic mechanisms described 
above (de Castro & Von Zuben, 2000): 
• Generate a set of candidate solutions (corresponding to the repertoire of immune cells 

and molecules); 
• Determine the n best individuals of the population based on their affinity with the in-

put pattern (corresponding to the antigens); 
• Reproduce (create copies of) these n best individuals proportionally to their affinity 

(corresponding to the clonal expansion phase); 
• Mutate these copies (clones) according to affinity; the higher the affinity, the smaller 

the mutation rate, and vice-versa (corresponding to somatic mutation); 
• Re-select the mutated individuals according to their affinity (selection in the affinity 

maturation process). 
Note that this algorithm is indeed a new type of evolutionary algorithm inspired by the 
immune system. It embodies the three main evolutionary processes of reproduction, ge-
netic variation and selection. There are also similarities with evolution strategies and ge-
netic programming techniques. Despite the similarities, the sequence of steps is not the 
same, and most interestingly the performance is qualitatively different.  

The immune system has to cope with a number of different types of antigens; al-
though it can privilege the recognition of an antigen in detriment of others, all deadly an-
tigens have to be eliminated (otherwise we would be dead!). This suggests that an im-
mune algorithm, such as the CLONALG described above, has to be capable of generating 
a repertoire of cells that covers most of the peaks of a conceptual affinity landscape. One 
would expect this type of performance as far as a minimum level of inspiration was taken 
from the immune system in the development of the algorithm. This is just what the im-
mune engineering approach proposes.  
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With few modifications this algorithm was adapted to perform multimodal search. 
And, as expected, was very good at determining and maintaining several optima of the 
affinity (fitness) landscape. In contrast, standard evolutionary algorithms do require the 
use of mating restriction schemes, fitness sharing, crowding mechanisms or other proc-
esses to provide such a broad coverage of multiple peaks of the fitness landscape. Figure 
3 illustrates the typical behavior of CLONALG when applied to continuous optimization 
of multimodal functions.  

 

 
Figure 6: The clonal selection algorithm applied to multimodal search. Note the presence of individuals in 
several peaks of the landscape. 

5.2 ENGINEERING THE IMMUNE NETWORK THEORY 
 
The immune network theory sounds very appealing for any researcher on computational 
intelligence and engineering background (and many others). First, it suggests a dynamic 
system capable of presenting interactions with the system itself and the external envi-
ronment. Secondly, the capability of adjusting the system (network) structure to the envi-
ronmental challenges and adjusting the parameters of the system to this environment is 
interesting from an engineering perspective.  

The network theory corresponds to another inspiration from the immune system to 
engineer a computational tool for problem solving. It is most natural to view the immune 
system as a sort of pattern recognition device; as was the first version of the clonal selec-
tion algorithm. The same may happen with the immune network theory. The idea was 
thus to implement an “artificial immune network” to perform pattern recognition. This 
was also a natural step for a researcher with background on neural networks, for ANN are 
known to be good at solving pattern recognition and function approximation problems.  

Theoretical immunologists had already been modeling the immune network using 
ordinary differential equations (ODEs) to account for the variations in concentration and 
sometimes affinity of immune cells. But this was not exactly the type of approach I pur-
sued. The idea was to develop an immune network more akin to neural networks, that is, 
adapted (trained) according to an iterative procedure of adaptation. This would result in a 
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discrete immune network model. Nevertheless, the dynamics of most immune network 
models, including the one I proposed, are known to contain some basic steps: 

 
Rate of 

population 
variation 

 
= Network 

stimulation  

 
− 

Network sup-
pression 

 
+ 

Influx  
of new 

elements 

 
− 

Death of un-
stimulated ele-

ments 
 
An artificial immune network model was thus proposed incorporating all the steps 

described in the equation above. The algorithm can be summarized as follows (de Castro 
& Von Zuben, 2001a): 

 
1. Initialization: create an initial random population of cells; 
2. Antigenic presentation: for each input (antigenic) pattern, do: 

- Clonal selection and expansion: for each network cell, determine its affinity with 
the input (antigen) presented. Select a number of high affinity cells and repro-
duce (clone) them proportionally to their affinity;  

- Affinity maturation: mutate each clone inversely proportional to affinity. Re-
select a number of highest affinity clones and place them into a clonal memory 
set;  

- Death of unstimulated elements: eliminate all memory clones whose affinity with 
the antigen is less than a pre-defined threshold; 

- Clonal interactions: determine the network interactions (affinity) of all the ele-
ments of the clonal memory set; 

- Clonal suppression: eliminate those memory clones whose affinity with each 
other is less than a pre-specified threshold; 

- Network construction: incorporate the remaining clones of the clonal memory 
with all network cells; 

3. Network interactions: determine the similarity between each pair of network cells; 
4. Network suppression: eliminate all network cells whose affinity is less than a pre-

specified threshold; 
5. Influx of new elements: introduce a number of new randomly generated cells into the 

network; 
6. Cycle: repeat Steps 2 to 5 until a pre-specified number of iterations is reached. 
 
Some features of this algorithm deserve comments. First, note that the clonal selection 
and affinity maturation algorithms are incorporated in Steps 2.2 and 2.3, respectively. 
Furthermore, the network interactions, from Step 2.4 to Step 4, allow the network to con-
trol its number of cells. 

This algorithm has been demonstrated efficient in performing data compression. To-
gether with a very simple (though powerful) graph theoretical procedure, namely the 
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minimal spanning tree – MST (Zahn, 1971), it has also demonstrated usefulness in de-
termining a suitable number of clusters for a variety of problems. Without the aid of the 
MST, the algorithm has successfully been applied to automatically determine the number 
and location of radial basis functions for RBF neural networks (de Castro & Von Zuben, 
2001b). Some variations of the standard algorithm have also been applied to multimodal 
function optimization (de Castro & Timmis, 2002b). Figure 7(a) and (b) illustrates the 
network performance when used in combination with an RBF neural network to perform 
classification, and when it is applied to an optimization problem, respectively. 
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(a)      (b) 

Figure 7: An artificial immune network model applied to define the centers for radial basis function neural 
networks (a), and to solve multimodal optimization tasks (b). 

5.3 DIVERSITY IN THE IMMUNE SYSTEM 
 
Another problem studied during my Ph.D. thesis was that of diversity. One issue that 
might intrigue many people who study the immune system is related to how, with a lim-
ited number of cells and molecules, is the immune system capable of detecting an almost 
limitless number of antigens? There is not a single answer to this question. First, each 
antigen has a number of features that allow it to be recognized by more than one immune 
cell receptor. Second, although all the receptors of a given immune cell have the same 
specificity (i.e., recognize a single type of antigen), the diversity of cell receptors is great 
in the immune system. But this intrinsic diversity of immune receptors brings out another 
question: how are these receptors generated? It is known that the cell receptors are gener-
ated by randomly recombining DNA segments from DNA libraries. 

Several researchers have used evolutionary algorithms to study the effects of evolu-
tion in the genetic encoding of DNA for the synthesis of antibodies (e.g., Hightower et 
al., 1995; Perelson et al., 1996; Oprea, 1999). I wanted to study diversity in populations 
of individuals to test it in the initialization phase of feedforward neural networks, among 
other things. Therefore, instead of studying diversity using binary strings or amino-acids 
(A,C,T,G) I wanted to use real-valued vectors to represent the immune cells and mole-
cules. One solution to create diversity in a population of real-valued vectors was using 
the simulated annealing algorithm (Kirkpatrick et al., 1987) and to define an energy 
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measure capable of indicating the diversity of the matrix composed of the initial vectors 
to be used to train the feedforward neural networks. The results presented were very en-
couraging (de Castro & Von Zuben, 2001c). See Figure 8 for the average performance of 
the method proposed (INIT) when compared to other methods applied to several bench-
mark and real-world problems.  

This last application of ideas extracted from the immune system to develop computa-
tional tools for problem solving, though more loosely inspired in the immune system, was 
still motivated by the diversity of immune cells and molecules in the immune system. 

 

OLS: 14% 

SAND: 37% 

INIT: 49% 

AVERAGE 

 
Figure 8: Average performance of the diversity generation algorithm when compared with 5 other initiali-
zation algorithms for feedforward neural networks. Only three out of the five algorithms presented the best 
average results when applied to 3 benchmark problems and to other 3 real-world problems. In 49% of the 
cases, the algorithm proposed, named INIT, presented an average performance superior to the others. (c.f. 
de Castro & Von Zuben, 2001c) 

6 DISCUSSION 
The complexity of the immune system can be compared to that of the brain. There is a 
vast number of cells, molecules, and organs that compose the immune system, and these 
have to act in concert, and together with other vital systems, so as to promote and main-
tain life. Neither can the immune system act in isolation to maintain life, nor can a higher 
organism live without an immune system. 

Focusing mainly on two theories from immunology, this paper has argued that an 
adaptive immune response has an evolutionary-like behavior. Most importantly, this evo-
lutionary pattern of immune response allows the immune system to contribute to the 
natural selection of species. An important conclusion is that there is a micro-evolutionary 
process running in parallel with (or within) the evolution of the species. Not only the spe-
cies evolve, but individual organisms evolve as well. 
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Another discussion brought about in this paper concerns the immune cognition. Sev-
eral works from theoretical immunology have proposed that the immune system is a cog-
nitive system. This paper reviewed most of these works and identified the many perspec-
tives on immune cognition. The immune system is a cognitive system that deals with the 
search for a context (when to act), the extraction of information from a context (in what 
to focus), and how to act (what to do). In addition, the immune system can also act di-
rectly upon (or be acted by) other systems by sending and receiving chemical and physio-
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logical signals to and from them. But the immune system does much more than detecting 
and destroying pathogens, it complements some cognitive abilities by recognizing stim-
uli, such as viruses, bacteria and fungi, that cannot be perceived by any other bodily sys-
tem.  

Section 5 of this paper changed from a more philosophical discussion to a computa-
tional perspective of the immne system. It presented my personal account about immune 
engineering, a term coined to refer to the process of extracting ideas and metaphors from 
the immune system to develop computational tools for problem solving. A discussion of 
what is immune engineering and how I have used it in the desing of several artificial im-
mune systems was presented. Some simulation results of the tools I developed were in-
cluded for illustration. I hope the reader can see beyond my personal experience how one 
can study a natural system aiming at extracting ideas and principles from nature to build 
engineering tools for problem solving.  
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